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Abstract. Models and conceptualizations are necessary to understand
and design ubiquitous systems that are context—aware not just from a
technological point of view. The current technological trend depicts a
scenario in which space, movement and more generally the environment
in which the computation takes place represent aspects that should be
considered as first class concepts. The aim of this paper is to propose the
Multilayered Multi-Agent Situated System (MMASS) model as a suitable
support for the definition of conceptual architectures for ubiquitous sys-
tems. The model provides a strong concept of agent environment, which
represents an abstraction of a physical environment and conceptual as-
pects as well, and the agent interaction model is strongly dependent on
the spatial structure of the environment. After a brief presentation of
MMASS, related concepts and mechanisms, a sample application do-
main illustrating how it can be adopted to model an ubiquitous system
will be given.

1 Introduction

The current trend of technological innovations is transforming the environment
where human actors live and the way in which they perceive their interactions.
Computers are “disappearing”, their computational power is no more concen-
trated in identifiable spots, rather it is ubiquitous and can be potentially em-
bedded in almost every object populating the environment. Interaction is also
changing its nature, since it is not necessarily performed through traditional
devices connected to traditional computers. Computation is spread in the envi-
ronment, actors move in it carrying mobile devices of different kinds and access
the “network” in different ways. In this new scenario the movement in a space
and the related possibility to interact with other actors, according to the cur-
rent location, represent new dimensions that must be taken into account as first
class concepts. The environment influences what can be done and how tasks are
performed, as the location influences communication capabilities and resources.
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Technological evolution is not combined with an equally rapid evolution of
the conceptualization necessary to understand and govern the new situation [26].
The term contert—aware has been introduced to represent new challenges and
possibilities, but it is usually interpreted in technological terms, mainly, of phys-
ical localization and available resources (e.g. network connectivity). However the
concept of context is a continuum of physical and logical aspects that do not
only involve communication as an isolated event but also coordination and co-
operation among actors moving in a logical space related to collaborative tasks.
Interpreting the physical and logical space as separated worlds is a serious imped-
iment to consider space as a basic dimension for computing systems adaptability.
What we call “logical space” received a lot of attention and many approaches
have been proposed to model the involved actors and their coordination as well
as the involved informational entities. The emphasis is mainly on their mutual
logical relationships, while the spatial one is simulated and managed in the same
way as any other one, specifically without considering topology and metrics in
an explicit way. On the other hand, the approaches primarily oriented to model
the space give, at different degrees, a semantics to the various spatial entities and
to their spatial relationships (see, e.g., [13]) but are not open to represent rela-
tionships of a different nature. Therefore a model able to handle space as a first
class concept, but also to consider in a uniform way both physical and logical
spaces, is still needed. These different spaces should both be considered, but not
in a mixed way: a good model should reach the above goal by distinguishing the
two kinds of space and at the same time by guaranteeing their interoperability
(thanks to the above mentioned uniformity).

The design of ubiquitous systems cannot rely on global states or actors own-
ing a global view of the system. On the contrary, control is fully distributed
among entities owning a local state and a partial, subjective perception of their
situation. Locality, perception, point of view are concepts that, once again, re-
quire a space where they can be defined. Fully distributed control and local
autonomy is a typical characteristic of many agent based models [6]. Moreover
the Multi-Agent Systems (MASs) approach has often been indicated as a suit-
able abstraction for the analysis and design of complex systems characterized by
an inherent distribution of control and information sources [16]. Agent technol-
ogy has also been considered an instrument to promote software interoperation
(see, e.g., [9]), and the concepts and methodologies used for analysis and design
of MASs (see, e.g., GATA [25/27]) can be adopted in general for the modelling
and design of complex distributed systems that, strictly speaking, are not agent-
oriented from a software engineering point of view. Hence this approach can be
applied to the design of a variety of systems. Agent interaction models how-
ever generally do not consider the spatial dimension of agent environment in an
explicit way (topology and metrics).

The presence of different reference spaces, representing different classes of
relationships among autonomous entities, requires a model able to represent a
variety of spaces without imposing a hierarchy among them. In fact the behavior
of a system exploiting different layers representing logical spaces and abstrac-



tions of the physical one emerges from the mutual interactions among them. The
aim of this paper is to propose a model that incorporates features fulfilling the
above requirements for the modelling of complex context—aware ubiquitous sys-
tems: the Multilayered Multi-Agent Situated System (MMASS) [1] model. The
MMASS model provides a rich interaction model for agents, including synchro-
nous reaction among adjacent entities and asynchronous interaction through the
field emission—diffusion—perception mechanism. Both interactions are dependent
on the spatial structure in which agents are placed, that can represent a physical
space abstraction but also conceptual environments as well. The following sec-
tion will briefly describe the MMASS model, highlighting the relationships with
related works in agent interaction models and introducing the main concepts
defined by the model. Section [3| will exploit MMASS in order to define a specific
conceptual architecture for ubiquitous computing applications in the automotive
area. Conclusions and future developments will end the paper.

2 MMASS Model

The Multilayered Multi-Agent Situated Systems (MMASS) model [1] is a formal
and computational framework for the definition of systems made up of a set of
autonomous entities acting and interacting in a structured environment. This
section does not represent a formal description of the model (that can be found
in [2]), but will briefly introduce its main concepts, specifically focusing on the
environmental structure. In fact the latter deeply influences agents behaviour,
as the environment is the source of their perceptions, a constraint limiting their
actions (e.g. their movement), but it also provides them a medium to interact
with other entities. First of all related works and their relationships with agent
environment modelling will be described, then the MMASS and its main concepts
will be introduced.

2.1 Agent Environment in Agent Interaction Models

Most models for agent—based systems generally provide direct—interaction mech-
anisms that do not consider the circumstances and context of the interaction.
Agent environment is generally represented by a communication infrastructure,
often implemented through a facilitator agent that is well-known by other en-
tities. It acts as a directory, supplying agents with information related to other
entities currently active in the system (often referred to as social knowledge),
and allowing a direct information exchange among them. In some approaches
in this area, the issue of agent discovery is tackled with more complex tech-
niques, providing a set of middle agents collaborating to collect, maintain and
provide social knowledge. Some of these approaches provide a thorough analysis
of the structure of this organization of middle agents in order to provide specific
features (e.g. robustness) [21], other propose a self-organization approach to ob-
tain a flexible, dynamic, yet effective, way of obtaining a robust infrastructure
for social knowledge [22]. Other results of the research in this area led to the
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Fig. 1. A possible taxonomy of agent interaction models.

specification of acquaintance models [14] defining more precisely how this kind of
agent social knowledge should be managed. However communication is generally
conceived as an indiscriminate point—to—point message transfer, where messages
comply to rules defined by a specific Agent Communication Language (ACL)
(see, e.g., [11]). The concept of environment is thus rather weak, and in order to
obtain a communication that is aware of the context in which interlocutors are
placed, the involved elements (spatial or conceptual features of the environment)
must be modelled and included in an agent (that can be one of the communica-
tion partners, or both of them, or even another facilitator playing the role of the
environment). In this way conceptual elements (i.e. interaction and spatial con-
text management) are mixed—up with other aspects related to domain specific
issues (e.g. agents behaviour) and often delegated to ad-hoc implementations.

Other approaches provide an indirect agent interaction model, in which
agents exchange information through specific artifacts and mechanisms. These
artifacts represent agents’ environment, at least for what concerns their means
of interaction. Some models are not aimed at bringing this metaphor to the
extreme, and do not mean to represent a comprehensive environmental model,
but are only meant to provide a unified framework for agent interaction and
coordination. In fact many of them provide extensions to the basic tuple-space-
based approaches (see, e.g., Lime [19]), in order to support developer of agent
based and distributed applications with a technical support for coordination in
distributed and mobile environment. An interesting approach to indirect agent
interaction is represented by the notion of Agent Coordination Context [17],
which represents a first class abstraction to model a specific part of agents’ envi-
ronment focused on their social activities. In fact it captures concepts like roles,
permissions and other organizational abstractions, representing also a mean for
managing them at runtime, for instance in order to enforce the compliance to
specific social rules.

The interaction model described in this paper differs from the previously
introduced approaches as it offers interaction mechanisms that are strongly de-
pendent on the spatial structure of the environment in which the involved entities
are placed. Fig. [1] illustrates a possible taxonomy of agent interaction models,



which is inspired and partly based on the one that can be found in [I§]. In
particular, the interaction model defined by MMASS can be placed in the cat-
egory providing agent interaction mediated by agents’ environment. A MAS
approach that provides abstractions and concepts for environment representa-
tion and space—dependent form of communication comparable to the MMASS
action—at—a—distance is Swarm [15]; other projects are based on it and propose
the same kind of interaction model (e.g. Ascape %, Repast ®, MASON 4). Swarm
is a multi—agent software platform focused on supporting the design and imple-
mentations of MASs that are based on purely reactive agents. The idea that
agents should be able to understand and exploit an ACL can be unrealistic (and
unnecessary) when one has to model biological systems made up of very simple
entities for simulations. Moreover very simple entities exploiting their environ-
ment in order to interact among each other are able to generate fairly complex
emergent behaviours. However this approach provides an explicit representation
of the environment in which agents are placed, and even a mechanism for the
diffusion of signals (i.e. digital pheromones) in particular versions of these struc-
tures. Recent results in the area of self-organizing systems (see, e.g., [10]) are
aimed at a thorough formalization and a generalization of this kind of interaction
model (often referred to as stigmergy) and its application in the engineering of
MASs.

Another approach [I3] provides a physically grounded model for agent in-
teraction based on the concept of computational fields (Co-Fields). Co-Fields
are signals that may be emitted either by the agents or by other elements of
the environment, which supports the diffusion of those signals and thus agent
interaction. In this model, agents are constantly guided by fields, that represent
a mean of motion coordination, while in MMASS every perception of a field
triggers a single generalized action (i.e. not strictly related to agent motion).

A different situated MASs approach [23], derived by the Influence/Reaction
model [7], focuses instead on the definition of a model for simultaneous agent
actions, including centralized and (local) regional synchronization mechanisms
for agent coordination. In particular, actions can be independent or interfering
among each other; in the latter case, they can be mutually exclusive (concur-
rent actions), requiring a contemporary execution in order to have a successful
outcome (joint actions), or having a more complex influence among each other
(both positive or negative). However, no specific mechanism for the interaction
among agents occupying distant points in the environment is provided. More-
over in this approach agents’ environment is related to a single layer of spatial
representation.

The MMASS model provides an explicit representation of agent environ-
ment, that is made up of a set of interconnected layers whose structure is an
undirected graph of sites. These layers may represent abstractions of an actual
physical environment but can also be related to “logical” aspects as well (e.g.

2 http://www.brook.edu/dybdocroot/es/dynamics/models/ascape/ README.html
3 http://repast.sourceforge.net
4 http://cs.gmu.edu/ eclab/projects/mason/



the organizational structure of a company). Between these layers specific con-
nections (interfaces) can be specified. The latter are used to specify that a given
field type, generated in one of these layers, may also propagate into a differ-
ent one. This mechanism allows to generate interactions among different aspects
and levels of the system. Field based interaction is the first mechanism for agent
interaction, allowing a multicast form of interaction among agents occupying
distant points in their environment. Adjacent agents may also perform a coordi-
nated change of their state through a reaction, which is the second mechanism
for agent interaction.

The model has been successfully applied to several simulation contexts in
which the concepts of space and environment are key factors for the problem
solving activity and cannot be neglected (e.g. crowd modelling [3], localization
problems [4]). The following subsections will briefly introduce the model and
the formal definitions of concepts that will be exploited to define conceptual
architectures in the ubiquitous computing area.

2.2 An Overview of MMASS Model

According to the MMASS model agents are situated in sites, that is, nodes of the
graphs related to a layer of the environment. Every site may host at most one
agent (according to a non-interpenetration principle: “two agents cannot occupy
the same site at the same time”), and every agent is situated in a single site at
a given time (non-ubiquity: : “at a given time an agent occupies a single site”).
Agents inherit the spatial relationships defined for the site it is occupying; in
other words an agent positioned in site p is considered adjacent to agents placed
in sites adjacent to p.

The adjacency relation among agents is a necessary condition for the applica-
bility of reaction, the first kind of interaction mechanism defined by the MMASS
model. In fact this operation involves two or more agents that are placed in ad-
jacent sites and allows them to synchronously change their state, after they
have performed an agreement. This mechanism resembles the one defined by
transition rules in Cellular Automata (CA) [24], that also provide an explicit
representation of a spatial structure.

CA are the model that has mainly inspired MMASS specification, and one
of the main differences between the two models is the possibility to represent
action—at—a—distance. In fact, the second interaction mechanism defined by the
MMASS model provides the possibility for agents to emit fields, that are signals
able to diffuse through the environment that can be perceived by other agents
according to specific rules. This mechanism resembles pheromone approaches
to agent communication (see, e.g., [10]), but fields are not just related to an
intensity value and may convey more complex kind of information. Moreover for
every field type a diffusion function can be specified in order to define how related
signals decay (or are amplified) during their diffusion in the environment, from
the source of emission to destination sites. Other functions specify how fields of
the same kind can be composed (for instance in order to obtain the intensity of a
given field type at a given site) or compared. From a semantic point of view fields



themselves are neutral even if they can have related information in addition to
their intensity; they are only signals, with an indication on how they diffuse
in the environment, how they can be compared and composed. Different agent
types may be able to perceive them or not and, in the first case, they may have
completely different reaction, according to their behavioural specification. With
reference to perception, an agent may perceive a field with a non—null intensity
active in the site it is situated on according to two parameters characterizing
its type and related to the specific field type. The first one is the sensitivity
threshold, indicating the minimum field intensity that an agent of that type is
able to perceive. The second is the receptiveness coefficient and it represents an
amplification factor modulating (amplifying or attenuating) field value before
the comparison with the sensitivity threshold. Thanks to these parameters it is
possible to model dynamism in the perceptive capabilities of agents of a give
type, since these parameters are related to agent state. In this way, for instance,
the same agent that was unable to perceive a specific field value could become
more sensitive (increase its own receptiveness coefficient) as a consequence of a
change in its state. This allows to model physical aspects of perception, but also
conceptual ones such as agent interests.

Reaction and field emission are two of the possible actions available for the
specification of agent behaviour, related to the specification of how agents may
interact. Other actions are related to the possibility to move (transport opera-
tion) and change the state upon the perception of a specific field (¢rigger oper-
ation). These primitives are part of a language for the specification of MMASS
agents behaviour [2]. An important part of the language also provides the pos-
sibility to dynamically modify the structure of agent environment, in order to
generate new sites and edges (or destroy existing ones) and create (or destroy)
agents of a specific type, with a given initial state. Agent type is in fact a speci-
fication of agent state, perceptive capabilities and behaviour.

2.3 MMASS: Formal Definitions

A Multilayered Multi-Agent Situated System (MMASS) is defined as a constella-
tion of interacting Multi-Agent Sistuated System (MASS) that represent different
layers of the global system: <MASSl e MASS,L>. A single MASS is defined by
the triple <Space, F, A> where Space models the environment where the set A of
agents is situated, acts autonomously and interacts through the propagation of
the set F' of fields and through reaction operations.

The structure of a layer is defined as a not oriented graph of sites. Every site
p € P (where P is the set of sites of the layer) can contain at most one agent
and is defined by the 3—tuple <ap, Fy, Pp> where:

— ap € AU{L} is the agent situated in p (a, = L when no agent is situated
in p that is, p is empty);

— F, C F is the set of fields active in p (F}, = ) when no field is active in p);

— P, C P is the set of sites adjacent to p.



In order to allow the interaction between different MMASS layers (i.e. intra-
MASS interaction) the model introduces the notion of interface. The latter spec-
ifies that a gateway among two layers is present with reference to a specific field
type. An interface is defined as a 3—tuple <pi,pj,FT> where p; € P;,p; € P;,
with P; and P; sets of sites related to different layers (i.e. ¢ # j). With reference
to the diffusion of field of type F, the indicated sites are considered adjacent
and placed on the same spatial layer. In other words fields of type F, reaching
p; will be diffused in its adjacent sites (P,) and also in p;.

A MMASS agent is defined by the 3—tuple < s,p,7 > where 7 is the agent
type, s € X denotes the agent state and can assume one of the values specified
by its type (see below for X definition), and p € P is the site of the Space where
the agent is situated. As previously stated, agent type is a specification of agent
state, perceptive capabilities and behaviour. In fact an agent type 7 is defined by
the 3—tuple <ET, Perception, Action7>. X, defines the set of states that agents
of type 7 can assume. Perception, : X — [Nx W ]...[Nx Wy, ]is a function
associating to each agent state a vector of pairs representing the receptiveness
coefficient and sensitivity thresholds for that kind of field. Action, represents
instead the behavioural specification for agents of type 7. Agent behaviour can
be specified using a language that defines the following primitives:

— emit(s, f,p): the emit primitive allows an agent to start the diffusion of field
f on p, that is the site it is placed on;

— react(s,ap,, Qpy,-- -, ap,,s): this kind of primitive allows the specification
a coordinated change of state among adjacent agents. In order to preserve
agents’ autonomy, a compatible primitive must be included in the behav-
ioural specification of all the involved agents; moreover when this coordina-
tion process takes place, every involved agents may dynamically decide to
effectively agree to perform this operation;

— transport(p, q): the transport primitive allows to define agent movement
from site p to site ¢ (that must be adjacent and vacant);

— trigger(s,s’): this primitive specifies that an agent must change its state
when it senses a particular condition in its local context (i.e. its own site
and the adjacent ones); this operation has the same effect of a reaction, but
does not require a coordination with other agents.

For every primitive included in the behavioural specification of an agent
type specific preconditions must be specified; moreover specific parameters must
also be given (e.g. the specific field to be emitted in an emit primitive, or the
conditions to identify the destination site in a transport) to precisely define the
effect of the action, which was previously briefly described in general terms.

Each MMASS agent is thus provided with a set of sensors that allows its
interaction with the environment and other agents. At the same time, agents
can constitute the source of given fields acting within a MMASS space (e.g.
noise emitted by a talking agent). Formally, a field type ¢ is defined by

<Wt, Diffusion,, Comparey, C’omposet>



where W, denotes the set of values that fields of type ¢ can assume; Diffusion, :
P x Wy x P — (W;)" is the diffusion function of the field computing the value
of a field on a given space site taking into account in which site (P is the set
of sites that constitutes the MMASS space) and with which value it has been
generated. Compose; : (W;)T — W, expresses how fields of the same type have
to be combined (for instance, in order to obtain the unique value of field type
t at a site), and Compare; : Wy x Wy — {T'rue, False} is the function that
compares values of the same field type. This function is used in order to verify
whether an agent can perceive a field value by comparing it with the sensitivity
threshold after it has been modulated by the receptiveness coefficient.

3 An MMASS Architecture for Ubiquitous Systems

In order to exemplify the MMASS as a model for the design of conceptual archi-
tectures in the ubiquitous computing area, a sample application scenario in the
automotive context will be introduced. In fact modern cars are equipped with a
large number of sensors (for instance related to the state of brakes, steering and
other vehicle subsystems) and are equipped with various microcontrollers (e.g.
devoted to engine control, air conditioning [20]). Information related to these de-
vices is generally exploited to allow, enhance or maintain vehicle operation, but
is otherwise wasted. The interconnection among these devices is generally de-
veloped according to some vehicular network, commonly called Controller Area
Network [12]. According to this trend in automotive technology, it is thus pos-
sible to design new devices which are able to interface with existing electronic
modules, in order to store relevant data, perform some kind of elaboration (e.g.
check for crash conditions, perform self diagnosis), and communicate with exter-
nal systems through wireless communication devices. These new technological
devices could be designed in order to support new applications based on the
interaction among autonomous mobile computational units spread in the envi-
ronment and other fixed—position centres, that manage them in order to offer
services that are aware of the context of the remote units.

Part of this concept of context is surely represented by an abstraction of
the spatial structure of the environment, which may represent a map indicating
conceptual communications flows among the various entities. This abstraction
may be mapped to a MMASS layer, but also others aspects of the global system
may be modelled through different layers interfaced to the previous one. Fig. [2
shows a possible arrangement of three MM ASS layers respectively devoted to the
management of the spatial aspects, of the emergency management context and
to location—aware touristic information provisioning. In the following subsections
more details on how these coordinated contexts may me modelled in terms of
MMASS will be given.

3.1 Spatial Abstraction Layer

The typical ubiquitous computing scenario provides a number of mobile devices
that are able to communicate with other entities, in order to offer some kind of
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service to end—users. The nature of offered services is a key factor in determining
a possible architecture for such systems, but in general those mobile devices will
communicate with another kind of entity, that can be thought to have a fixed
position which could even be not particularly relevant to the application. This
entity could be a centralized storage and elaboration facility, or it could be part
of a composite network, with different nodes that collaborate in order to supply
services to the end—user.

A diagram showing this kind of architecture is shown in Fig. 3! in this case
the spatial structure is an abstraction of the physical space adopted to define and
manage communications in the system. In other words it is used to define which
node will manage requests issued by the remote mobile entity. For example, a
car fleet management system could be made up of different immobile entities,
serving vehicles spread over the territory, connected through a central storage
facility; the GSM standard provides a similar architecture with decentralized
management of mobile terminals but a centered entity (the Home Location Reg-
ister [8]) for the storage of subscribers data. In some situations such a central
entity is not required, but when acquired and stored data must be analyzed (for
instance with data mining techniques in order to derive profiling information)
it can be appropriate to have a single data storage facility. On the other hand,
if the system only has to supply an emergency assistance service to end—users
represented by car drivers, there could be just decentralized centres. The area
covered by the service can be partitioned into several sub—areas, and every user
should be initially registered to a specific peripheral assistance centre (complex
units including people, PCs, computer networks, and so on), at the moment of
service subscription. The user can be handled by this unit while he/she remains
in this area, and when his/her vehicle moves into another area the two periph-
eral centres could exchange information related to the user. Even in this case
there are similarities with architectures designed for mobile wireless device. In
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Fig.3. A possible architecture for ubiquitous applications in the automotive
domain.

fact this kind of operation involving peripheral centres can be viewed as a non—
critical form of handover, and the management of this event could be derived by
protocols designed in that area.

Exploiting the explicit description of the environment that the MMASS ap-
proach provides it is possible to take into account the different structures of
logical connections (i.e. which peripheral centre is currently managing a specific
mobile entity) to model the interactions among entities of the system. From a
conceptual point of view, the previously described interactions between periph-
eral centres and mobile entities (i.e. authentication and login procedure, and
mobile entities handover) can be modelled as reactions. In fact the initial inter-
action among mobile entities and peripheral centres can be considered a syn-
chronous agreement process in which the former identifies itself and the latter
grants access to the offered services.

Given PC the agent type that specifies features of agents related to peripheral
centres, and MFE the type related to mobile entities, in order to model the login
procedure a reaction primitive must be included in Actionpc, the behavioural
specification for peripheral centres. In particular the reaction can be specified as
follows:

action : react(<5’a7 S), am, (Sh, S>)
condit : position(p), position(an, q), near(p, q), agreed(a,)

effect : S, = Sa U {am}

The state of an agent of type PC is a pair made up of the set of mobile
entities that it is currently managing (S,) and other internal information (.5),
which is not relevant for the example. The interaction takes place only if the
agent and the mobile entity are adjacent in the spatial structure they are placed
on and have agreed to react (i.e. the mobile entity has successfully performed
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an authentication procedure). The effect of the reaction is the inclusion of the
mobile entity a,, in the set of the ones that are served by the peripheral centre
(S! =S, U{am}).

Other possible interactions involving agents situated in the spatial abstrac-
tion layer are related to the diffusion of information by the peripheral centre
to all the mobile entities that are currently present in its area (i.e. which are
currently connected to it by an edge and included in the list of authenticated
entities included in its state). In this case, the diffusion function should provide
that signals reach the mobile entities unmodified, but a perceptive mechanism
related to interests of the mobile user could be adopted to filter signals that are
not relevant to him/her could be devised. This layer could thus also represent
the basic structure for location aware diffusion of information, for instance re-
lated to road/traffic condition information or even touristic advertisement. This
information could be suitably originated by different layers interfaced to this
one: an example of this possibility will be described in Section 3.3l

3.2 Emergency Management Layer

The previously described layer represents just one of the aspects of the whole
system, the one related to communication flows, that are dependent on spatial
features, but it does not specify anything on the structure of peripheral centres
and how they perform the services offered to the end—user. In order to define the
behaviour of those peripheral centres a new conceptual spatial structure, inter-
faced to the physical spatial abstraction layer, should be defined. Fig. 4 shows
a possible conceptual representation related to the operation of an organization
for the management of emergency signals coming from mobile entities.



The central node, the interface to the spatial abstraction layer, hosts a dis-
patcher agent that must propagate the emergency request issued by a user or by
a mobile entity in the structure defined in Fig. 3l This request is augmented with
contextual information, such as data related to the user and vehicle, indications
on its location, and so on. The latter can be obtained by integrating raw data
transmitted by the mobile entity with a cartography and other information that
might be obtained by a GIS of by a traditional information system as well. In
other words, this node may enhance the information provided by the remote
entity, also providing an indication on the urgency of the request by interpreting
data related to the vehicle (e.g. a sudden stop may be related to a crash, and
the deceleration rate may indicate the severity of this event). The dispatcher
diffuses information related to the event that must be handled through a field
that reaches all adjacent sites, on which idle operators are placed, but does not
reach outer sites, related to busy operators. An idle operator may then emit a
field countering the previous one (i.e. indicates to other operators, through the
information system, the fact that he will deal with this event) and transport
itself on the related outer site, being currently busy.

With reference to the MMASS model the previously described mechanism
can be obtained through the definition of a field type related to emergencies F,
that is specified as

F, = <We, Diffusiong,, Comparey,, C’omposeh>

where w, € W, : w, = <ide,typee,inte,de> represents the possible values
assumed by the field. Its composing parts have the following meaning: id,. rep-
resents a unique identifier of the emergency request, type. (that can be either
request or managed) indicates that the field is related to the request issued by
the dispatcher or represents a counter field emitted by an operator, int. € N is
the intensity of the signal, and d. is the additional data related to the emergency
(which is not relevant for the example). The diffusion function specifying how
this field is spread into the spatial structure is defined as follows:

8
=D fe E lypec = managed
Diffusion . (po, fpo,P) = - ide, typee, inte — dist(po,p),de  dist(po,p) < inte

- 0 otherwise

The comparison function uniformly returns ¢rue, as all requests are perceivable
by operators, and fields do not compose at all with the exception of the combi-
nation of request and managed field related to the same emergency. Formally
C’ompose(<ide,managed, inte,de>, <ide,reque5t,int6, de>) = (). With reference
to field persistence in the environment, the ones marked as request do not van-
ish while managed ones have an instantaneous effect (i.e. they counter related
request signals) and then are discarded.

The dispatcher performs a diffusion of a request field for all fields related to
emergencies (which are generated in the spatial abstraction layer and forwarded
to this layer thanks to a specific interface) that it perceives. The value of the
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Fig. 5. A model of advertisement management context.

emitted field is w! = <ide,request, 2,de>, as it must be able to reach idle oper-
ators but not busy ones. An idle operator perceiving this signal and willing to
manage the related request, should thus perform an emission of a counter field
w? = <id€,managed, k, de>, that will be uniformly diffused in the environment
and will cancel the request signal. After that it will transport itself on an outer
position (the one related to the busy state). Particularly urgent requests may
have a higher starting intensity, and could thus reach even outer sites. A busy
operator perceiving this field may decide to delay the current lower priority task
to manage the new emergency, moving to the outermost site (related to the
heavy load state) in order to be shielded even from these urgent requests.

3.3 Touristic Information and Advertisement Layer

Considering another case, related to touristic information and advertisement,
the layer shown in Fig. [3 defines the communication mechanism among the
most suitable local information supplier and the active boxes spread over the
area it is related to. However, the spatial abstraction layer does not specify
anything on how companies may interact among themselves and refer to local or
central advertisement agencies, in order to diffuse information related to their
offers. Fig. |5 shows a possible conceptual representation related to this kind of
scenario.

Thanks to the possibility to modify the spatial structure (e.g. creating or de-
stroying sites and edges), agents related to Companies A, B and C have elected
Company A as a representative that is responsible for the interaction with the
Advertisement agency A. In other words it is the only one connected to the
site related to the agency, with which it will interact through reaction opera-
tions. Companies D, E and F are instead interacting directly with Advertisement
agency B, which will be able to diffuse information related to policies and of-
fers through a diffusion operation. While these companies operated at a local



level, Company G interacts directly with a Central advertisement agency. The
latter will perform a reaction involving both Advertisement agencies A and B.
The interface among this layer and the one related to the abstraction of agents’
physical space, shown in Fig. [3, provides a direct connection among Peripheral
centres and local Advertisement agencies, which will be able to emit specific
fields that will be perceived by peripheral centres which will in turn emit signals
perceivable by mobile entities positioned in their areas.

4 Conclusion

In this paper a framework for the definition of structured environments for multi—
agent systems has been introduced. The MMASS model provides an explicit rep-
resentation of agents’ environment and interaction mechanisms that are strongly
dependent on the position of involved agents and on the spatial structure of the
environment.

The model, which has been previously applied to several simulation scenarios
in which agent space and environment is a fundamental aspect, has been ex-
ploited to represent an ubiquitous system in the automotive area. This scenario
provided mobile entities capable of storing data acquired from internal or exter-
nal sensors, provided with computational and communication capabilities (i.e.
active—boxes), but also to describe the interaction of entities in a specific applica-
tion (i.e. emergency assistance centre). Different MMASS layers were described
representing physical or conceptual abstractions specifying different aspects of
the modelled system. The interaction model defined by MMASS was exploited
in order to represent the communication among various entities of the system.

The design of a comprehensive software layer implementing a platform for
MMASS concepts is the object of current and future developments; a first step
in this direction was the analysis of distributed approaches to field diffusion [5].
Another important aspect that must be faced in order to simplify the transition
from modelling to design and implementation phases is a mapping between the
MMASS interaction model and possible underlying communication technologies,
which are often very distant from the mechanism defined by the model.
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